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Part I

Overview and Design
Chapter 1: Introduction
1.1
Rationale and Background
The Image-Guided Surgery Toolkit (IGSTK) is an open-source software toolkit designed to enable biomedical researchers to rapidly prototype and create new applications for image-guided surgery. 
The creation of the toolkit was motivated by the following scenario:

Imagine that you are a biomedical researcher and you want to develop an image-guided surgery application. This application should include the ability to display DICOM medical images, functionality for registration and segmentation, and an interface to the AURORA electromagnetic tracking system. You have a clinical partner who is anxious to test your completed system, so you begin your software design and hope to have a prototype within a few months. But progress is slow, as you have to develop all your own code and understand the nuances of DICOM, segmentation, registration, and the AURORA interface. After a year or so, you complete your prototype and proudly show it to your clinical partner. But your clinical partner now wants to make several changes and add some more features, so you are back to the drawing board for another lengthy development cycle.

Now imagine the same scenario using the IGSTK toolkit. You still need to develop a specification for your application, but implementation is greatly simplified as standard components for reading DICOM images, image display, segmentation, registration, and an AURORA interface are provided. You start by reading the toolkit documentation and looking at the example applications. You then either put together a set of components to build your application or modify one of the example applications. Because the toolkit is open-source and uses BSD
 licensing, you have access to all the source code and are free to incorporate the code in your program whether is an academic or commercial application. You are able to fairly quickly put together a prototype. When your clinical partner requests changes, this is also easily done. Your completed application is a success. You license it to a big company and retire on the island of Fiji.

While the example above is fictitious, most biomedical researcher can probably identify with this scenario. The reality is that software development is a large portion of the work in many research labs today. Most software projects are started from scratch and a great deal of time and effort is spent “re-inventing the wheel”. 
This was the situation at Georgetown University Medical Center, where one of the authors (KC) has been leading a group of researchers in developing image-guided systems for abdominal interventions for the past five years. After several years of developing new software applications, the research group has been attempting to standardize their software process based on the open-source software packages VTK (Visualization Toolkit) and ITK (Insight Segmentation and Registration Toolkit). While these packages provided an excellent start, the group noted that further progress could be made by developing a set of components specifically for image-guided applications. A partnership was formed with Kitware Incorporated, a leading open-source software company. A small business proposal was submitted to the National Institutes of Health and a grant award was received to develop the toolkit. This book and the associated software is the result of that effort. 

1.2
Assumptions

There were a number of assumptions made when developing the software.

{What were they – I can’t remember? Kevin 12/2}

Chapter 2: Architecture

1.1
Open Source Toolkits
The Image-Guided Surgery Toolkit is built on three open source toolkits:

· The Visualization Toolkit (VTK)
· The Insight Segmentation and Registraiton Tooolkit (ITK)

· The Fast Light Toolkit (FLTK)
VTK. As described on http://www.vtk.org/, VTK is an open source, freely available software system for 3D computer graphics, image processing, and visualization used by thousands of researchers and developers around the world. VTK consists of a C++ class library, and several interpreted interface layers including Tcl/Tk, Java, and Python. Professional support and products for VTK are provided by Kitware, Inc. VTK supports a wide variety of visualization algorithms including scalar, vector, tensor, texture, and volumetric methods; and advanced modeling techniques such as implicit modelling, polygon reduction, mesh smoothing, cutting, contouring, and Delaunay triangulation. In addition, dozens of imaging algorithms have been directly integrated to allow the user to mix 2D imaging / 3D graphics algorithms and data. The design and implementation of the library has been strongly influenced by object-oriented principles. VTK has been installed and tested on nearly every Unix-based platform, PCs (Windows 98/ME/NT/2000/XP), and Mac OSX Jaguar or later.
ITK. As described on http://www.itk.org/, ITK is an open-source software toolkit for performing registration and segmentation. Segmentation is the process of identifying and classifying data found in a digitally sampled representation. Typically the sampled representation is an image acquired from such medical instrumentation as CT or MRI scanners. Registration is the task of aligning or developing correspondences between data. For example, in the medical environment, a CT scan may be aligned with a MRI scan in order to combine the information contained in both. 
FLTK. As described on http://www.fltk.org/,FLTK (pronounced "fulltick") is a cross-platform C++ GUI toolkit for UNIX®/Linux® (X11), Microsoft® Windows®, and MacOS® X. FLTK provides modern GUI functionality without the bloat and supports 3D graphics via OpenGL® and its built-in GLUT emulation. It is currently maintained by a small group of developers across the world with a central repository on SourceForge. FLTK is designed to be small and modular enough to be statically linked - the "hello" program is only 97k when compiled on an x86 Linux system! FLTK also works fine as a shared library and is now being included on Linux distributions. FLTK also includes an excellent UI builder called FLUID that can be used to create applications in minutes.
1.2 Packages
The image-guided surgery toolkit is divided into the following seven packages as shown in Table 1. A description of each package is as follows:
· Control: provides central control metaphor and programmatic support

· Common services: services common to all other IGSTK packages and general facilities for framework and application developers.

· Hardware integration: Support for trackers.

· Registration:

· Scene representation: The principal information representation. IGSTK applications will manipulate these representations.

· Segmentation:

· User interface: abstract layer for wrapping GUI-specific presentations.

	Package name
	Subcomponent Name

	Control
	

	
	State Machine

	
	Event Management

	
	Exceptions

	Common Services
	

	
	Logging

	
	Communication

	
	I/O Configuration

	
	Image Reader/Writer

	Hardware Integration
	

	
	Tracker Interface

	Registration
	

	
	Internal Idiom

	
	BP per Algorithm Interface

	Scene Representation
	

	
	Object Structure Mapping

	
	Scene Reader/Writer

	
	Convenience Functions

	Segmentation
	

	
	Internal Idiom

	
	BP per Algorithm Interface

	
	

	
	

	User Interface
	

	
	Custom Widget Set

	
	Viewer

	
	“Point of View”

	
	Visual Representation


Table 1: List of Packages
1.3 UML Diagrams

{1/3/05: need UML diagrams from Brian to go here, what else???}
Chapter 3: Software Development Process
{I had Luis and Sohan down in my notes to write this – what goes here???}

Part II

Packages and Components
Chapter 4: Control
The Image-Guided Surgery Toolkit (IGSTK) is an open-source software toolkit designed to enable

Chapter 5: Common Services
The Image-Guided Surgery Toolkit (IGSTK) is an open-source software toolkit designed to enable

Chapter 6: Hardware Integration: Tracker
6.1 Introduction

The only hardware component currently supported by the image-guided software toolkit is a tracker. A tracker is a device which can provide the three-dimensional position and orientation of objects such as surgical instruments or anatomical locations. Objects are tracked by attaching markers or tools to them.
IGSTK will support the following three trackers {need to check the grant and see if we signed up to do others. Note that these three are all from Northern Digital and all in Kevin’s lab but maybe we should do one from another vendor}:

· Polaris optical tracker

· Optotrak CERTUS optical tracker

· Aurora electromagnetic tracker

6.2 Definitions {from Wiki 1/4/05}
- Tracking Device: 

 A hardware device with the capability to provide position, orientation  

 and other relevant information pertaining to hardware tools. Normally 

 each tracking device comes along with description of hardware tools it 

 can track with specifications. 

- Tracking Tool device: 

 A hardware device which is capable of being used for tracking by 

 a tracking device as per the specification of the tracking device.   

- Tracker: 

 A software class implementing capability to use a hardware tracking 

 device. This class should be capable of use without the actual hardware 

 device, for unattended testing purposes only.   

- Tracker Tool: 

 A software class serving as an interface with tracking tool devices. 

 The member variables of this class would include hardware description of the 

 tool, along with the relevant physical properties of the tool.
6.3 Class Diagram {from Wiki 1/4/05}



Chapter 7: Registration
The Image-Guided Surgery Toolkit (IGSTK) is an open-source software toolkit designed to enable

Chapter 8: Scene Representation
The Image-Guided Surgery Toolkit (IGSTK) is an open-source software toolkit designed to enable

Chapter 9: Segmentation
The Image-Guided Surgery Toolkit (IGSTK) is an open-source software toolkit designed to enable

Chapter 10: Scene Representation
Part III
Applications
Chapter 11: “Hello Sphere” Demonstration Application

{need to start putting in material from demo app here – if we continue to have more demo apps will this fit???}
Chapter 12: Application 1 - Guidewire Tracking (Georgetown)
(from Phase II proposal) 

The goal of this application is to assess the feasibility of device navigation with electromagnetic tracking through a phantom study. We will provide an image overlay of an electromagnetically tracked guidewire as it is moved through the vasculature. The user interface will be similar to the example application shown in Section C.3.1.4, but we will also provide a magnified “scout or scanogram” view of the phantom to show the general position of the guidewire in the phantom, along with an axial CT scan of the phantom corresponding to the tip of the guidewire. This would be useful in clinical applications such as aneurysm clipping, stent graft deployment and positioning, and catheter navigation for chemoembolization or transhepatic portal systemic shunt creation, as it would provide the physician with a more detailed view of the anatomy. 

The clinical partner for this application will be Brad Wood, MD, an interventional radiologist at the NIH Clinical Center. Dr. Wood has collaborated with the principal investigator Dr. Cleary on a number of other projects and an abstract on the guidewire tracking concept has been accepted at the 2004 Society of Interventional Radiology annual meeting. This application will be validated on the vascular phantom developed by Dr. Wood in conjunction with Georgetown and shown in Figure 17. The phantom includes several vessels that can accept the magnetically tracked guidewire. The guidewires will be supplied by Neil Glossop, PhD, of Traxtal Technologies as part of another project (see letter of support in the appendix). 
Chapter 13: Application 2 - Needle Segmentation and Tracking (Kitware)
(from Phase II proposal) 

Needle detection and tracking is a task commonly found in image-guided surgery. A set of IGSTK components will be implemented for providing the functionalities of needle segmentation and tracking. These components will be exercised in an application used for guiding the positioning of a surgical needle based on the information provided by an intra-operative fluoroscopy system.  The needle tracking application considered here has been already developed at the Georgetown ISIS center under independent funding with the aim of guiding a robotically assisted needle insertion system. This application will be reworked in order to factorize the software elements that will constitute needle tracking component. The application will be adapted in order to use the new component and verify that it performs as intended.

Figure 19 illustrates the clinical environment in which this application is currently being tested. A fluoroscopy C-Arm is used for gathering intra-operative images of the patient. A robot is used for positioning the tip of the surgical needle at the entry point in the patient’s skin and for orienting the needle in order to aim at a target in the internal anatomy.  In this procedure, the final insertion of the needle is performed by the clinician by using a joystick to control the robot. Figure 20 shows the segmentation of the surgical needle overlaid into the fluoroscopic image. The blue points indicate the pixels segmented as members of the needle. The cross marks are references to the region of interest used during the segmentation and to the position of the needle’s head, tip and middle points respectively.
Chapter 14: Application 3 - Liver Biopsy (UNC)
(from Phase II proposal) 

We propose to test the extensibility of IGSTK by developing and evaluating a 3D image-based registration module that aligns intra-operative 3D ultrasound data with pre-operative MR and CT data.   Using this module we will define an IGSTK system that updates the position of internal organs in the pre-operative data using intra-operative 3D ultrasound data.  We call this system 3D Ultrasound Augmentation (3DUA).  This system tracks internal organ movement without requiring intravenous access and is generally useful when organ movement cannot be well predicted or tracked using external markers.

To evaluate our system, we will test the hypothesis that by using 3DUA, a needle can be guided to within 5 mm (maximum error) of a point seen only on pre-operative data.  We will conduct these tests using a turkey breast as a phantom, MR as the pre-operative imaging modality, our Voluson 530D 3D ultrasound system for intra-operative data, and a core biopsy needle.  

The 3DUA system builds upon the AURORA modules to track the ultrasound probe and patient so as to initialize the registration of the intra-operative 3D ultrasound data and the pre-operative CT/MR data.  The image-based registration module then refines that registration so as to account for the intra-operative displacement of a designated organ (the designated organ defines a region of interest for the CT/MR-to-3D-ultrasound registration method).  The tracked needle is then overlaid onto the re-registered CT/MR data.  Error! Reference source not found. illustrates the fusion of a lesion seen on CT with vessels and data from an intra-operative 3D ultrasound scan – the fused view is oriented with respect to the position of the patient on the table.   Error! Reference source not found. illustrates preliminary results from the registration metric: one slice of co-registered MR and 3D ultrasound data of a liver.  This work builds upon the CADDLab’s (Radiology, UNC) vessel extraction (Aylward, Bullitt et al. 1996; Bullitt, Liu et al. 1999; Aylward and Bullitt 2002), ITK, and image registration (Aylward, Jomier et al. 2002; Aylward, Jomier et al. 2003) experience.  Our particular expertise is the development of clinically useful software.

Chapter 15: Hazard Analysis

This section to be completed by Jim Kenner of Wisdom Software Limited.
Part IV

Appendices

Appendix 1: Definitions

· Package

· Component

· Class
Appendix 2: Style Guide Notes for Kevin

· open-source should be hyphenated everywhere
� BSD originally stood for Berkeley Source Distribution and the BSD License was the license that the BSD software (a version of Unix) was distributed under. This license is used by many open-source implementations today.
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